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1.
SURNAME: CLARKE

FIRST NAME: Bertrand




MIDDLE NAME: Salem

2.
DEPARTMENT:  Department of Medicine, Department of Epidemiology and Public Health, and Center for Computational Sciences.

3.
FACULTY: Medicine

4.
RANK: Professor with tenure

SINCE:  July 2008

5.
POST-SECONDARY EDUCATION

	University or Institution
	Degree
	Subject Area
	Dates

	University of Illinois
	Ph.D.
	Statistics
	August 1984 - May 1989

	University of Toronto
	B.Sc.
	Pure mathematics & theoretical statistics
	Sept. 1980 - May 1984


6.
EMPLOYMENT RECORD
	University, Company or Organization
	Rank or Title
	Dates

	University of Miami, Department of Medicine (secondary in CCS and DEPH)
	Professor
	 August 2008 - Present

	University of British Columbia, Department of Statistics
	Professor
	July 2008 - June 2009

	University of British Columbia, Department of Statistics
	Associate Professor
	July 1997- June 2008

	University of British Columbia, Department of Statistics
	Assistant Professor
	July 1992 - June 1997

	Purdue University,

Department of Statistics
	Assistant Professor
	August 1989 - May 1992

	University of British Columbia, Department of Statistics
	Visiting Assistant Professor
	June 1991 - July 1991

	University of Illinois,

Department of Statistics
	Research Assistant
	January 1987 - May 1989

	University of Illinois,

Department of Biology
	Research Assistant
	January 1985 - May 1987

	University of Illinois,

Department of Mathematics
	Teaching Assistant
	August 1984 - May 1986


7.
LEAVES OF ABSENCE
	Location at which leave was taken
	Type of Leave
	Dates

	University of Miami
	Leave of Absence
	1 Jul 2008 - 30 Jun 2009

	Isaac Newton Institute.  Invited participant in Complex Data Program, Cambridge University
	Leave of Absence
	1 Jan 2008 – 31 Mar 2008

	UBC
	Parental Leave
	24 Feb 2007 – 9 Jun 2007

	SAMSI
	Parental Leave
	1 Sept  2005 - 31 Dec 2005

	Institute of Statistics & Decision Sciences/Statistics & Applied Mathematical Sciences Institute (SAMSI), Duke University
	Leave of absence
	1 Jul 2004 – 31 Dec 2004

	Institute of Statistics & Decision Sciences/ Statistics & Applied Mathematical Sciences Institute (SAMSI), Duke University
	Academic Sabbatical/ Data Mining & Machine Learning
	1 Jul 2003 - 30 Jun 2004

	Department of Statistical Science, 

University College London, U.K.
	Academic sabbatical
	1 Jul 1998 - 30 Jun 1999


8.
TEACHING


(a)  
My particular interest is in helping grad students and post-docs progress in their fields.  For instance:


Michael Armstrong published “Joint Reliability Importance of Components” in IEEE Trans. Reliability Vol 44, 1995, p. 408-412 based on the term paper he wrote for my course Stat 531.  He is now a faculty member at Carleton University, in the School of Business.

My first PhD student Ao Yuan is Senior Statistician at the Human Genome Project at Howard University – a de facto Associate Professor.


My second PhD student, Hubert Wong is an Associate Professor in the Department of 

Epidemiology, UBC.

X. Lin, one of my post docs, should be promoted to Associate Professor at University of Cincinnati in 2009. 


Ernest Fokoue, another of my post-docs, is an Associate Professor in Statistics at 


Rochester Institute of Technology.

Jen Hwa Chu, a former PhD student at Duke University in the DMML Program at SAMSI, did a summer of computing for me as part of his graduate training.  He's an assistant professor at Harvard Medical School.

My third PhD student is currently an instructor at Hong Kong University of Science and Technology.


(b) 
Courses Taught:


Introductory Statistics, Introduction to Quality Control, Survey Sampling, Introduction to Non-Parametrics, Introduction to Probability Theory, Applied Linear Regression, Introduction to Theoretical Statistics, PhD Level Theoretical Statistics, Analysis of Variance/Design of Experiments, Graduate level Bayesian Statistics, Multivariate Theory, Consulting Practicum.


Shortcourse for the ASA `Nonlinear regression and ensemble methods’, 4 hours, 2 August 2012, approx.. 30 students.  Covered:  Neural nets, trees, and ensembles such as Bayes model averaging, bagging, and stacking.


(c) 
Supervisory Work:

	Student Name
	Program Type
	Start Year
	End Year
	Principal
Supervisor
	Co-Supervisor(s)

	Ao Yuan
	PhD
	Jan. 1992
	Jun. 1997
	Clarke, B.
	

	Hubert Wong
	PhD
	Dec. 1997
	Aug. 2000
	Clarke, B.
	

	Xiaodong Lin
	SAMSI Postdoc
	Sept. 2003
	Jul. 2004
	Alan Karr (UNC-CH)
	Clarke, B.

	Ernest Fokoue
	SAMSI Postdoc
	Sept. 2003
	Aug. 2004
	Prem Goel (OSU)
	Clarke, B.

	Chi Wai Yu
	PhD
	Apr. 2006
	April 2009
	Clarke, B.
	

	Koepke, H.
	MSc
	Jan. 2007
	Aug. 2008
	Clarke, B.
	Murphy, K.



(d)
Continuing Education Activities:


TAG three day workshop on teaching, Summer 1995.


(e)
Visiting Lecturer:


Duke University, Institute of Statistics & Decision Sciences, Spring 2004, Fall 2004.


(f)
Other:


Comprehensive Exams:


Xiaochun Li's Ph.D. comprehensive exam (Department of Statistics), August 1993.


Jian-Meng Xu's Ph.D. comprehensive exam (Department of Statistics), July 1994.


Michael Armstrong's Ph.D. comprehensive exam (Faculty of Commerce), Autumn 1994.


Ao Yuan’s Ph.D. comprehensive exam (Department of Statistics), 1994.


Sonia Mazzi's Ph.D. comprehensive exam (Department of Statistics), March 1996.


Hubert Wong's Ph.D. comprehensive exam (Department of Statistics), May 1996.


Renjun Ma's Ph.D. comprehensive exam (Department of Statistics), Spring 1996.


Yinshan Zhao’s Ph.D. comprehensive exam (Department of Statistics), September 2000.


Isabella Ghement’s Ph.D. comprehensive exam (Department of Statistics), October 2000.


Chi Wai Yu’s Ph.D. comprehensive exam (Department of Statistics), April 2007.


Final Ph.D. Defenses:


Michael Saliba’s thesis defense, University Examiner, (Department of Physics) April 1998.


Ao Yuan’s thesis defense, Advisor (Department of Statistics), 1998.


Hubert Wong’s thesis defense, Advisor (Department of Statistics), 2001.


R. Mottus’ thesis defense, University Examiner (Department of Zoology), April 2003.


R. Price’s thesis defense, University Examiner (Department of Computer Science), April 2003.


L. McCandless’ thesis defense, University Examiner (Department of Statistics), July 2007.


Chi-Wai Yu’s thesis defense, advisor, (Department of Statistics), April 2009.



Chair of Oral Exams:

Chaoqui Yuan’s thesis defense, Chair of Oral Exam, April 1998.


Shixin Wang’s thesis defense, Chair of Oral Exam, September 2000.


Rita Sharma’s thesis defense, Chair of Oral Examination, October 2006.


D. Olmos, PhD defense, Chair of Oral Examination, July 2007.

Reader:

Second reader for Master’s work of Fatima Al-Qallaf, 1999, and Dana Aeschliman, August 2001.
9.
SCHOLARLY AND PROFESSIONAL ACTIVITIES

(a) Areas of interest:


Model uncertainty and prediction, data mining & machine learning, asymptotics, prior selection, information theory, mathematical modeling in biology.

(b)
Research or equivalent grants:

	Granting Agency
	Subject
	COMP
	$ or % Per Year
	Year
	Principal Investigator(s)
	Co-Investigator(s)

	UBC
	Start-up operating grant
	N
	6,000
	1992
	B. Clarke
	

	UBC/NSERC
	Genetic Modeling
	C
	20,000
	1992
	B. Clarke
	

	NSERC
	Operating grant
	C
	15,000
	1992-1995
	B. Clarke
	

	NSERC
	Equipment grant
	C
	14,893
	1993
	B. Clarke
	

	NSERC
	Operating grant
	C
	17,400
	1996-1999
	B. Clarke
	

	University of Dortmund
	Forecasting
	C
	
	1997
	G. Trenkler
	B. Clarke et al

	NSERC
	Operating grant
	C
	19,000
	2000-2003
	B. Clarke
	

	NSERC
	Operating grant
	C
	19,000
	2004-2008
	B. Clarke
	

	NSF-DTRA 
	Bacterial genomes 
	C
	15 %
	2011
	J.  Clarke , B. Clarke, A. Dobra
	

	NIMH
	PTSD
	C
	5%
	2012
	K. Ressler C. Nemeroff
	B. Clarke et al.



(c)
Invited Presentations


Conferences:


IEEE Workshop on Information Theory, Ithaca, N.Y. "Information Theoretic Asymptotics of Bayesian Methods" July 1989.


Purdue Symposium, W. Lafayette, IN. "Posterior Normality Given the Mean, With Applications to Educational Testing" June 1992.


IEEE Workshop on Information Theory, Alexandria, VA. "Jeffreys Prior is Asymptotically Least Favorable" October 1994.


Second Triennial Calcutta University Symposium, Calcutta, India. "On the Information in the Prior and the Model" January 1995.


SSC Annual Meeting, Waterloo.  Invited comment on Educational testing papers of Ramsey & Stout. 1996.


Danish Theoretical Statistics Society Conference, Odense University, Denmark.  “Combining Model Selection Procedures for Online Predictions” May 1999.


Valencia Conference on Objective Bayes Procedures. Comment on work of T. Sweeting. June 1999.


Objective Bayes Conference, Granada, Spain.  Comment on work of N. Reid, R. Mukerjee and D. Fraser. December 2002.


Information and Entropy Economics – Conference in Honor of Arnold Zellner, American University.   “Information Optimality and Bayesian Models” September 2003.


Objective Bayes Methods 5, Branson, Missouri. Comment on Reference Prior work of Sun, Berger, Bernardo. June 2005.


Joint Statistical Meetings, Minneapolis, MN. “Adaptive Combined Average Predictors”.  Invited section on Aggregation Methods in Non-parametrics, August 2005.


Interdisciplinary Mathematics & Statistical Techniques, Shanghai. “Why be Afraid of the Median Loss?” May 2007.


Objective Bayes 6, Rome, Italy. Comment on the work of T. Sweeting, June 2007. 


Frontiers in High Dimensional Statistics, Cambridge University.  “Model Spaces and Predictive Optimality” January 2008.

            
International Indian Statistical Association Conference, "A Review and Some New Ideas for Reference Priors when the Number of Parameters is Increasing" May 2008.

            
Banff International Research Station Conference on The New Statistics, “Towards a

             
Coordinating Theory for Statistics” September 2008.

            
Invited IMS session “Posterior Normality and Prior Selection in High Dimensions”, JSM 2009. 


Frontiers of Decision-making and Bayes Statistics, in Honor of J. Berger.  “Median Decision Theory and Predictive Analysis” March 2010.


2010 UIUC Statistics Symposium (25th Anniversary of the Department of Statistics) “Estimating a proportion in a mixed sample” March 2010.


Seminar on Bayesian Information and Econometrics  and Statistics. “Reference Priors in New Settings” April 2010.


Ninth Valencia Conference, “Sparsity and Prediction” Invited comment on a paper by Polson and Scott, June 2010.


International Indian Statistical Society Conference “Median Cross-Validation” April 2011.  Raleigh


Objective Bayes Conference, `Posterior Weighted Prediction’ June 2011. Shanghai.


JSM Aug. 2011, `Desiderata for a Predictive Theory of Statistics’  Miami.


Current Challenges in Statistical Learning (BIRS) Dec. 2011, “Cluster stability:  Impossibility and possibility”  Banff


ISBA Kyoto `A Bayesian Criterion for Clustering Stability’ 26 June, 2012.


Refereed Conference Presentations:


ISBA Conference, Vina del Mar, Chile.  Adaptive Combined Average Predictors.  (A variant on this was presented at the ICSA Conference in Singapore in July 2004). June 2004


Koepke, H. and Clarke, B., “Stability Measures for Clustering”.  10th International Symposium on Artificial Intelligence and Mathematics (Given by my student H. Koepke.) January 2008.


Departments:


Department of Statistics, Carnegie Mellon University, Pittsburgh, PA. "Asymptotics of Entropy Risk" February 1991.  


Department of Statistics, UBC. "Three Estimators You Can Now Admit You Use" June 1991.


Department of Statistics, University of Montreal, Montreal, Que. "Limite des risques sous perte d'entropie" November 1991


Departments of Statistics, UBC, SFU, Royal Roads. "Reference Priors". September - November 1992.


Department of Statistics, University of Dortmund, Germany, Series of three lectures on "Information Theory and Statistics": 1. Relative Entropy in Coding & Statistics, 2. Shannon's Information and Related Quantities, 3. Statistical Implications of Information Theory. July 1996.


Department of Statistics, University of Dortmund, Germany. Series of three lectures on Bayesian Robustness: 1. An Overview, to 1992, of Bayesian Robustness & Sensitivity by Way of Examples; 2. Robust Bayesian Analysis: Sensitivity to the Prior; 3. Robust Bayesian Analysis: Beyond Prior Sensitivity. July 1997.


Department of Computer Science, Royal Holloway College. “Model Selection and Uncertainty in Online Prediction.” February 1999.


Department of Mathematics & Statistics, University of Bristol.  “Predictions with Experts, Coding Theory, and Model Selection Under a Log Scoring Rule”. June 1999.


Departments of Statistics, Waterloo, University of Toronto and UBC. “The Secret Life of the Reference Prior – Data Dependence”. December 2000.


Electrical Engineering Department, University of Toronto.  “Posterior Normality, Partial Information, & Statistical Modeling”. July 2001


Department of Statistics, University of Missouri-Columbia.  “Partial Information Reference Priors: Derivation, Interpretation, Implications”  November 2002.


Institute of Statistics and Decision Sciences, Duke University.  “Comparing Bayes and Non-Bayes Model Averaging” August 2003.


Department of Statistics, UNC Chapel Hill.  “Bayesian Sample Size: Absolute and Relative”.  (A variant on this was presented at the JSM in Toronto, 8 Aug. 2004). April 2004.


Department of Epidemiology and Public Health, Faculty of Medicine, University of Miami. “Networks of Reactions, Predictive Optimality and Ensemble Methods” July 2006.


Department of Mathematics, University of Miami.  “Inference under the Median of the Loss” May 2007.


Department of Statistics, University of Minnesota. “Principles for Predictive Optimality: Computational Examples” September 2007.


Centre de Recherche de Montreal. “Models, Model Lists & Model Spaces” October 2007.


Department of Statistics, Univ. Florida.  “Data Complexity, Model Spaces and Predictions” October 2009.


Natl. Human Genome Research Inst., “What do we do when p is much larger than n?”  September, 2010.


Notre Dame University, Beirut Lebanon:  Series of 4 1.5 hour lectures entitled `Current Statistical Machine Learning’.   July 2011

Department of Statistics, FSU, “Clustering Impossibility and Stability”  Nov. 2011.

Department of Statistics, U. Nebraska, Lincoln, “Two 25 minute talks:  Detecting Bacterial Genomes and Bayes Clustering Stability” and “Whither Statistics?  Whither UNL in the Statistics World?”  Dec. 2012.


Department of Mathematics and Satistics, York U.  “Bayes Cluster Stability:  Theory and 


Performance”   Jan. 2013.


(d)  Other Presentations


Conferences:


ASA Conference, San Francisco.  "Reference Priors Under the Chi-Squared Distance". August 1993.


ASA Conference, Orlando. "A Markov Model for Heterochromatin Assembly in PEV on Replicating DNA" August 1995.


ISBA Conference, Chicago "An Information Criterion for Likelihood Selection" August 1996.


ASA Joint Statistical Meetings, “Decomposing Bayesian Uncertainty”.   (Same talk given August 2001 at the Genome Project, Statistics Division, Howard University). August 2001.


Midterm Workshop in Data Mining and Machine Learning, SAMSI.  “Towards a Unified Treatment of Short, Fat Data” February 2004.


Closing Workshop, Data Mining and Machine Learning, SAMSI.  “Report on the Short Fat Data Working Group” May 2004.


JSM “Estimation of a proportion in a mixed sample using gene expression data – theory”  2 August, San Diego, CA.


Departments:


Indian Statistical Institute, Delhi, India, and Department of Statistics, UBC. "Implications of Reference Priors for Information in Priors and Sample Size" December 1994.


Department of Statistics, UBC. “A Review of Some Model Selection Procedures and a Conjecture” April 1997.


Department of Statistical Science, University College London.  “Model Uncertainty, Online Prediction and Prequentialism Part I: The Decision Theoretic Approach” with Hubert Wong. October, 1998.


Department of Mathematics and Statistics, American University of Beirut. “Model Uncertainty, Online Prediction and Prequentialism Part II: Combining Model Selection Principles” November, 1998.


Department of Statistical Science, University College London.  “Model Selection and Uncertainty in Online Prediction and Prequentialism Part II: Combining Model Selection Principles” February 1999.


Department of Statistical Science, University College London.  “Predictions with Experts, Coding Theory, and Model Selection Under a Log Scoring Rule” May 1999.


Department of Statistics, University of Toronto. “Predictions with Experts, Coding Theory, and Model Selection Under a Log Scoring Rule” July 1999.


Department of Statistics, UBC. “Predictions with Experts’ Coding Theory, and Model Selection Under a Log Scoring Rule” November 1999.


Center for Computational Sciences, University of Miami. “Estimating a Proportion in a Mixed Sample – Data Analysis” September 2009.


(e)
Other:


Interview seminars for McGill 1988, Purdue 1989 and UBC, 1992.


Department of Statistics, U. Nebraska, Lincoln, “Whither Statistics? Whither UNL in the Statistics World?” Dec. 2013.


(f)
Conference Participation:


PNW Conference Registration, Autumn 1993.


Organizer for session on Nonstandard Bayesian Techniques, ASA 2001.


Organizer for three proposed sessions at ISBA Chile 2004.  


(These were competitive; two were accepted)

   Program and Advisory Committee, Information and Entropy Economics: Conference in 

   Honor of George Judge, Sept. 23-25, 2005, American University, DC, Sponsored by the


Department of Economics at American University

            
Organizer for a session on Stability Concepts for the Int'l Indian Stat. Assoc. May 2008.


Elected Program Chair for 2008 for the Risk Analysis Section of the ASA.


Organizer for a session or predictive statistics for Joint Stat’l Meetings, August 2009.

Program Committee Member for the Solomonoff Memorial Conference 2011.

10.
SERVICE:  


(a) 
AT UNIVERSITY OF BRITISH COLUMBIA: 

Graduate Program Director:  
Sept. 1996-June 1998 & July 2000-June 2003

Sole responsibility for the Master’s Program, the Ph.D. Program, and the Co-op Program, including:  recruitment (domestic and international), admissions, placement, first year advising, funding decisions, TA assignment and evaluation, performance based discipline and dismissal, liaison with Graduate Council and other policy generating bodies.  Also, primarily in charge of writing, administering and marking written Qualifying Examinations and TA training.

Undergraduate Program Development:   
Peer teaching evaluation procedures and policy group, Fall 2003 and several (3) peer evaluation of teaching reports over the intervening years.   Dean’s committee on first year science courses and programs, Jan-May 2000 to revamp Faculty wide requirements; 2006/7 Curriculum Committee, including new course development.   Department Openhouse organizer October 1995.  Various other committees aimed at getting more and better students into our undergraduate programs.

General Departmental Administration:  
Regular member of Departmental Committee on Hiring (at all ranks, including some staff positions).  Library Serials Cuts Committee, 1992/3.  Seminar Organizer Jan. 1994 – June 1995.  Dean’s Head Search Committee for the Statistics Department, Jan 2002-July 2002.  

Statistical service to the University Community:   


Occasional advisor to people looking for statistical advice.  For one semester in 1995 this was through the weekly meetings of the Statistical Consulting Group in which client problems were discussed, formulated, and assigned to students or staff.  Since then, like many people in statistics, there has been a small flow of people (1-2 per semester) seeking help with statistical or applied math problems.  Often this is 1 or 2 meetings, sometimes 3 or 4, in fields as varied as microbiology, agronomy, environmetrics, and electrical engineering.  Primarily this is to orient them to a solution they can develop and implement.


(b) AT UNIVERSITY OF MIAMI:
Curriculum Development: 

Led committee to revamp Introduction to Statistics, DEPH 501.  Working on revamping Statistics 502 in DEPH.

Web development:  
Led development of a Statistical Methods and Theory webpage within the Department of Medicine.   Developed the webpage for the Master’s program in Biostatistics with the Office of Graduate Studies.

Program Development:  

Developed and implemented a Master’s  degree in Biostatistics in the Department of Epidemiology and Public Health.   In a series of meetings with UM biostatisticians, a proposal for a Master’s of Science in Biostatistics was developed and submitted to Graduate Council.  Graduate Council approved it over two readings and Medical Council voted unanimously on a motion of approval.  In April the General Welfare Committee approval the proposal unanimously and later that month Faculty Senate approved it unanimously.  The webpage began accepting applications April 2010.   Subsequent to this, I helped develop syllabi for courses for the program and began processing applications.

Developed and implemented a PhD degree in Biostatistics in the Department of Epidemiology and Public Health.   Building on my experience with developing a Master’s program, I wrote a proposal for a PhD program.    Graduate Council approved it in one reading and Medical Council voted unanimously on a motion of approval.  In March the General Welfare Committee approved the proposal unanimously and in April Faculty Senate approved it unanimously.  The webpage began accepting applications May 2011. Subsequent to this I helped develop the syllabi for courses for the program and  began processing applications.

Interim Chief of the Biostatistics Shared Resource:
15 Feb 2010 – 31 Mar 2012.   Task:  Manage the biostatistics core for Sylvester Comprehensive Cancer center and modernize it in terms of chargebacks, work assignments, personnel management, methodology and research, and time accounting.  This Core consists of 7 biostatisticians providing support to the members of the Cancer Center for their research including protocol development, data monitoring, preparation of abstracts for conferences, writing and revising papers, grant proposal development and general data analysis for cancer biostatistics.
11.
SERVICE: IN THE COMMUNITY


(a)
Memberships on scholarly societies:

Institute of Electrical and Electronic Engineers, 1989-present.


Statistical Society of Canada, 1992-present.


American Statistical Association., 1989-present


Institute of Mathematical Statistics, 1989-present.


Society for Mathematical Biology 1990-1992.


Chinese Statistical Association, 2003-2004.


Econometric Society, 2002-2003.

(b)
 Memberships on scholarly committees:

Member, Student Paper Prize Committee, Section on Risk Analysis 2009

Member, Savage Award Committee 2011.  This is an international committee to evaluate PhD theses in Bayesian statistics submitted from anywhere in the world.

Head, Savage Award Committee 2012.
Member, Savage Award Committee 2013.

Member, Student Paper Prize Committee, Section on Statistical Learning, 2011.


(c)
Editorships:


Corresponding Editor for the Bulletin of the Institute of Mathematical Statistics, January 1994-1996 (standard 3 year term)

Associate Editor for Journal of the American Statistical Association, September 2005 – September 2007 (standard 3 year term)

Associate Editor for Journal of Statistical Planning and Inference, August 2006 – February 2012 (I resigned.)

Associate Editor for Statistical Papers, Nov. 2006 – Present.


Associate Editor for Statistics and Probability Letters, 15 Oct. 2010 – present.


Associate Editor for Statistical Analysis and Data Mining 1 April – present 


(Guest Editor for the Special Issue on the BIRS 2011 Conference).

(d) 
Reviewer:

Regular referee for:  IEEE journals, Annals of Statistics, Journal of the American Statistical Association, Canadian Journal of Statistics, Journal of Statistical Planning and Inference , EJS etc., and occasional referee for other journals, granting agencies and conferences (NSF, NSA, NSERC, MITACS, etc.).

Invited reviewer for NIPS 2008: Refereed and discussed 7 papers in a 2 week period.

(e)
External examiner:


Purdue University, Department of Electrical Engineering Masters Committee, May 1990.


University of Kaiserslautern, Department of Mathematics. Ph.D. thesis of Holger Scholl, 1998.


Université de Montréal, Department of Mathematics/Statistics.  Ph.D. thesis of A. Le Blanc, July 2002.  (En français.)


(f)   Other service:
Nominated C. Graham, Graduate Secretary, for two awards March 2002 (she won UBC’s Presidential Service Award).

SSC Board of Governors Elected Regional Representative Elected for 2006/7.


Co-designed with Diane Cook the `Origami T-shirt’ for the Program on Complex and High

Dimensional Data at the Newton Institute, March 2008.

Wrote evaluations of junior professors  (Yuguo Chen, 2006 and Qing Xia, 2009, Jen-Hwa Chu 2012) to help them get Permanent Residence in the US under the category of National Interest Waiver.

Tenure and promotion letter for a junior faculty member 2010 and another one in 2011.

12.
AWARDS AND DISTINCTIONS


Browder J. Thomson Memorial Prize, IEEE 1992. Joint with Prof. A. Barron. (Best paper for


authors under 30 over all IEEE publications in 1990 and 1991).

13.
OTHER RELEVANT INFORMATION 

Hosted Professor J.E. Mittenthal, a sabbaticant from the Department of Cell and Structural Biology at the University of Illinois. Autumn 1995.


Hosted speakers in the Department of Statistics: D. Sun, one week in March 1993; F.Perron, Feb. 28, 1995; J.E. Mittenthal, one week in Sept. 1997; Xuekun Song, five days in Nov. 2000, 5 more days June 2001.


External evaluator for Cuirong Ren’s Ph.D. thesis for an award at University of Missouri (Columbia), March 2002.


Group Leader for the “Large P Small N” working group 2003-4 at SAMSI:  Organise or give weekly presentations on recent advances in high dimensional, low sample size data sets.  Weekly meeting with the other group leaders on other topics in Data Mining & Machine Learning.  Guide graduate students and post-docs assigned to the group through projects & papers.


Hosted visit of Chi Wai Yu to Center for Computational Sciences, November 2008.

          Presentation for the Center for Computational Sciences, March 2009. “Overview of Elementary Statistics”.
14. 
PUBLICATIONS RECORD

REFEREED PUBLICATIONS

(a)
Journals - Statistics:

1. Clarke, B. and Wasserman, L. (1993). "Non Informative Priors and Nuisance Parameters."Journal of the American Statistical Association, 88, 1427-1432.

2. Clarke, B. and Barron, A. (1994). "Jeffreys' Prior is Asymptotically Least Favourable Under Entropy Risk." The Journal of Statistical Planning and Inference, 41, 37-60.

3. Clarke, B. and Wasserman, L.A. (1995). "Information Tradeoff". TEST, 4-1, 19-38.

4. Clarke, B. and Ghosh, J. K. (1995). "Posterior Convergence Given the Mean."  The Annals of Statistics, 23, 2116-2144.

5. Clarke, B.  (1996). "Implications of Reference Priors for Prior Information and Sample Size."  Journal of the American Statistical Association, 91, 173-184.
6. Clarke, B. and Sun, D. (1997).  "Reference Priors Under the Chi-Square Distance".  Sankhya Series A, Vol. 59, Part II, 215-231

7. Clarke, B. and Gustafson, P. (1998).  "On the overall sensitivity of the posterior distribution to its inputs”. Journal of Statistical Planning and Inference, 71: 137-150.

8. Clarke, B. and Sun, D. (1999).  "Asymptotics of the Expected Posterior".  Annals of the Institute of Statistical Mathematics, Vol. 51, No. 1, 163-185.
9. Yuan, A. and Clarke, B. (1999). “A Minimally Informative Likelihood for Decision Analysis: Illustration and Robustness”. Canadian Journal of Statistics, Vol. 27, No. 3, 649-665.

10. Yuan, A. and Clarke, B. (2001).  “Manifest Characterization and Testing for Two Latent   Traits”.   Annals of Statistics., Vol. 29, No. 3, 876-898

11. Clarke, B. (2001).  “Combining Model Selection Procedures for Online Prediction”.

Sankhya, Ser. A, Vol. 63, Part 2, 229-249.

12. Gustafson, P. and Clarke, B. (2004).  “A Decomposition for the Posterior Variance”.  Journal of Statistical Planning and Inference, Vol. 119, No. 2, 311-327.

13. Clarke, B. and Yuan, A. (2004).  “Partial Information Reference Priors: Derivation and Interpretations”. Journal of Statistical Planning and Inference, Vol. 123, No. 2, 313-345.

14. Yuan, A. and Clarke, B. (2004).  “Asymptotic Normality of the Posterior Given a Statistic”.  Canadian Journal of Statistics, Vol. 32, No. 2, 119-137.

15. Wong, H. and Clarke, B. (2004).  “Improvement over Bayes Prediction in Small Samples in the Presence of Model Uncertainty”.  Canadian Journal of Statistics, Vol. 32, No. 3, 269-283.

16. Wong, H. and Clarke, B. (2004).  “Characterizing Model Weights Given Partial Information in Normal Models”.  Statistics and Probability Letters.  Vol. 68, No. 1, 27-37.

17. Clarke, B. and Song, X.  (2004). “Approximating the Dependence Structure of Discrete and Continuous Stochastic Processes”.  Sankhya  A Vol. 66, No. 3, 536-547.

18. Clarke, B. and Yuan, A. (2006). “Closed Form Expressions for Bayesian Sample Sizes”.   Annals of Statistics, Vol. 34, No. 3, 1293-1330. 

19. Clarke, B. (2007). “Information Optimality and Bayes Models”. Journal of Econometrics, Vol. 138, No. 2, 405-429.

20. Lin, X., Pittman, J. and Clarke, B. (2007). “Information Conversion, Effective Samples & Parametric Size”. Information Theory Transactions. Vol. 53, No. 12, 4438-4456.

21. Datta, G., Bhattacharya, A. and Clarke, B.  (2008) “Bayesian Tests for the Zero Inflated Poisson Model”.   In: Beyond Parametrics in Interdisciplinary Research: Festschrift in Honor of P. K. Sen, Balakrishnan, A., Pena, E, and Silvapulle, M. Eds. p. 89-104.

22. Clarke, J. and Clarke, B. (2009) “Prequential Analysis of Complex Data with Adaptive Model Reselection”.  Stat.  Analysis and Data Mining, Vol. 2, No. 4, 274-290.

23. Clarke, B. (2010) “Desiderata for a Predictive Theory for Statistics”.   Bayesian Analysis, Vol. 5, No. 2,  283-318.

24. Yu, C-W and Clarke, B. (2010) “Asymptotics of Bayesian Median Loss Estimation”  J. Mult. Analysis, Vol. 101, No.9, 1950-1958.

25. Clarke, B. and Ghosal, S. (2010) “Reference priors for exponential families with increasing dimensions”  Elec. J. Stat.  Vol. 4, 737-780.

26. Yu, C-W and Clarke, B. (2010) “Median Loss Decision Theory”.  J. Stat. Planning and Inference, Vol 141, 611-623.

27. Clarke, B. and Yuan, A.  (2010) “Reference Priors for Empirical Likelihoods.”  in: Frontiers of Statistical Decision Making and Bayesian Analysis.  Co-Editors: Chen, M., Dey, D., Mueller, P. Sun, D. and Ye, K.  Springer, New York, p. 56-68.

28. Fokoue, E. and Clarke, B.  (2011) “Variance Bias Tradeoff for Prequential Model List Selection”.   Stat. Papers, Vol. 52, 813-833,
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